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Abstract:

Over the last several centuries, sovereign states (and their predecessors) have employed one of three general strategies to increase national wealth: war, trade, or isolation.  While the trading state model has become the norm at the dawn of the 21st century, was this outcome inevitable?  This paper explores the evolution of economic-military strategies using an agent-based model that employs a genetic algorithm.  The model is structured as a two stage prisoner’s dilemma game with an exit option. While trading systems rarely emerge in the simulation, they tend to be relatively stable once established.  Several factors encourage the emergence of trading systems, including 1) raising the gains from trade, 2) increasing defense dominance in the military sphere, 3) permitting trade beyond the immediate neighborhood, and 4) incorporating an exit option.  The simulation also supports the realist expectation that states will not trade with neighbors and refutes the dependency theory prediction that trade can evolve in a world of relative payoffs.  
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INTRODUCTION


Over the last several centuries the sovereign state has emerged as the dominant organizational unit in the international system (Spruyt 1994).  During this evolutionary period, sovereign states and their competitors have struggled to identify an optimal strategy for maximizing economic growth and prosperity.  In general, states have pursued some combination of three general strategies: (1) war, (2) trade, or (3) isolation.  For example, realists such as Machiavelli argue that military force is an effective instrument for extracting wealth and adding productive territory.  In contrast, liberals such as Cobden (1850, 518) argue that international trade was the optimal strategy for maximizing economic efficiency and national wealth.  Dependency theorists such as Gunder Frank (1966) reject this liberal argument and argue that isolation from the leading trading states rather than integration with them would enhance economic development.  Many scholars argue that history has passed judgment on these three alternative approaches to wealth maximization.  For example, Rosecrance (1986) argues that the trading state has supplanted the military-territorial state.  Similarly, Velasco (2002) argues that dependency theory, which favored isolation and import substitution industrialization, has been relegated to the ash bin of history.
  Fukuyama (1989) argues that we witnessed the “end of history” in which democratic-capitalist-trading states have emerged victorious.
While one might disagree with Fukuyama’s causal logic and/or the permanency of the current liberal equilibrium, it is clear that trading states have become much more prevalent among states in general and great powers in particular.
  If you have lived in 1346 or 1648 or 1795, you would probably have not predicted such an outcome.
  This raises a number of interesting questions.  Was the emergence of a liberal international order inevitable?  If not, what factors encouraged (or discouraged) the rise of this particular order?  Moreover, how stable are systems dominated by a particular strategy?  We address these evolutionary questions using an agent-based computer simulation.  The results indicated that the emergence of liberal order is a relatively rare event because it is difficult to establish.  However, the norm of conditional cooperation (e.g., tit-for-tat) that is embedded in most liberal orders increases the stability of the system once it reaches a critical mass.  Our simulations indicate that several factors encourage the emergence of trading systems, including 1) raising the gains from trade, 2) increasing defense dominance in the military sphere, 3) permitting trade beyond the immediate neighborhood, and 4) incorporating an exit option.  The simulation also supports the realist expectation that states will not trade with neighbors and refutes the dependency theory prediction that trade can evolve in a world of relative payoffs.
THE RECIPROCAL RELATION BETWEEN WEALTH AND POWER
Historically, there has been a reciprocal relationship between the capacity to wage war and acquisition of wealth.   The greater the military power of a political organization, the easier it was for it to capture slaves, seize territory, and pillage the vanquished.
  Conversely, the more wealth a political unit possessed, the greater the military capacity it could procure either directly (e.g., mercenaries) or indirectly (e.g., side payments to allies).  The system was an autocatalytic process in that positive feedback encouraged a concentration of power and the rise of empire.

However, the balance in this reciprocal relationship has shifted over time.   In the pre-industrial era, agricultural production dominated the economies of most political units.  In order to increase revenue, rulers had either to increase the rate of taxation, improve productivity, or expand land under cultivation.  Given that taxation was limited by the subsistence level of tax paying peasants and that productivity increased very slowly in the agricultural era, the primary mechanism for increasing wealth was expanding land under the plow.  While this could be done domestically by draining swamps and cutting back woodlands, the largest increases in production resulted from the acquisition of foreign lands (Cameron 1997).  Therefore, in the pre-industrial age military power was a prerequisite for wealth acquisition.

The advent of the industrial revolution in the mid-1700s has profoundly, and in all likelihood permanently, shifted the relationship between wealth and military power.  The industrial revolution trigged increased specialization in labor and capital.  The specialization drastically reduced the cost of producing goods and increased the efficiency of the overall economy.  States with access to abundant labor and raw materials were able to grow at annual rates that were simply unimaginable in the agricultural era.  In the industrial era, a large economic base and advanced technology became the means for acquiring military power.  The Meiji Restoration slogan of “Rich country, strong army” indicates that the Japanese political and military leadership comprehended the nature of the shift and the need to alter national strategies to deal with it (Barnhart 1987, 22).   In sum, since the middle of the nineteenth century, all great powers have been large industrializing or industrialized states.  
REALISM, LIBERALISM, AND DEPENDCY THEORY

Given the reciprocal relationship between wealth and power, what strategies should a state adopt to maximize these means and/or ends?  This question has been at the center of policy debates for at least five hundred years.  Over time, three schools of thought emerged with specific answers.  Realists predict that war is the most effective policy for maximizing growth.  In contrast, liberals advocated a trading strategy.  Finally, dependency theorists recommended isolation form the exploitive international system. 
Realism

Realism is a broad school of thought that includes a wide variety of models of state behavior (Wayman and Diehl 1994; Rousseau 2002).  In general, realists assume that states reside in an anarchical system in which the threat of violence is ever present.  These states, which at a minimum seek to survive and at a maximum seek universal domination, have conflicting preferences because gains by one state inherently threaten other states (Waltz 1979, 91, 105).  In order to defend themselves, states employ external alliances and internal defense spending to balance against states that have more power states.
 
While all realists view power as a useful tool for maintaining state security, the school of thought is divided on several issues, including the division between defensive realists and offensive realists.  Defensive realists argue that military power is primarily used to deter others from attacking.  In contrast, offensive realists argue that military power is a useful tool for attacking others in the hopes of increasing wealth and power.   Mearsheimer, an offensive realist who assumes states maximize power, argues that “a great power that has a marked power advantage over its rivals is likely to behave more aggressively, because it has the capability as well as the incentive to do so” (2001, 37).   While Mearsheimer focuses on the strongest states in the system, the logic of the argument predicts that states with a power advantage will exploit it.  Attempts to model the “realist” world using computer simulations have often incorporated this power maximization assumption.  For example, Cederman (1997, 85) and Cusack and Stoll (1990, 70-1) introduce a decision rule in which a favorable balance of power leads to the initiation of conflict for revisionist states.
  
Do realists completely reject the idea that trade enhances wealth?  The answer is no.  In the mercantilist world, trade was viewed as a mechanism for augmenting power.
  The goal was to maximize exports and minimize imports in order to amass wealth that could be used to finance the war machine.  Colbert, the principle minister of Louis XIV, promoted trade and erected high tariffs in an effort to promote self-sufficiency and empire (Cameron 1997, 130, 149, 152).  Similarly, the political elite in the industrializing German state of Kaiser Wilhelm II believed that trade and overseas colonies could be useful as long as Germany possessed the military power necessary to protect these interests.
  From a theoretical perspective, Hirschman (1945) argued that asymmetrical interdependence was a form of power that could be used to exploit the more dependent states.  However, in general realists reject trade for one of three reasons: 1) trade might provide relative gains for opponents (Grieco 1988); 2) interdependence can increase friction between states (Waltz 1979, Gaddis 1986); and 3) trade does not impact state behavior (Mearsheimer 1994/95).   
Liberalism


Liberalism is an equally diverse school of thought (Rousseau 2002).  However, most liberal theories place the normative concern of political and economic liberty at the center of their analysis (Doyle 1997, 207).  While increasing political and economic liberty are important domestically, liberals also argue that there are international implications associated with democratization and marketization.  Liberals beginning with Kant (1795) have argued that the spread of democracy will result in a decline in war because democracies are less likely to use force against other democracies.  Recent empirical evidence strongly supports this dyadic democratic peace claim.
  On the economic side of the argument, liberals such as Cobden (1850) have long argued that market economies are more likely to engage in international trade and that the resulting interdependence between states reduces incentives to use military force.  Once two states become highly interdependent, choosing to use force undermines economic efficiency and injures firms and workers dependent on either exports or imports.  Holding all other factors constant, the costs of war are higher for interdependent states.  Once again, recent empirical evidence generally supports these liberal claims.
  Moreover, political and economic liberty have been highly correlated historically.  For example, the correlation between the political freedom index from the Freedom House organization (www.freedomhouse.org) and the economic freedom index from the Heritage Foundation (www.heritage.org) was about 0.70 in the year 2000.
  

Do liberals always believe trade is good?  In general, the answer is yes.  However, unlike their realist counter parts, liberals wish to maximize several goals simultaneously (e.g., promote economic development, encourage trade, facilitate democratization, limit war, expand international organizations, and protect human rights).   For some liberals, trade can be used as a tool to reward or punish states for their behavior with respect to other liberal goals.  The recent split among liberals with respect to granting permanent MFN status for China highlights this issue.  Some liberals opposed permanent MFN status because it limited American bargaining leverage in the area of human rights (Wellstone 1998); other liberals support permanent MFN status because it would encourage interdependence in the short run and democratization in the long run (Clinton 1997).  However, in general liberals support the expansion of trade.  

Dependency Theory
 Just as economic liberalism arose in opposition to prevailing mercantilist views, dependency theory emerged as a critique of the optimistic predictions of liberal theory.  The roots of dependency theory can be traced to economic nationalists such Hamilton and List who rejected the free trade model espoused by Manchester Liberals because the late developers were vulnerable to exploitation by the early developers (namely Great Britain).  Gunder Frank (1966) and other dependency theorists drew on these traditional arguments as they developed a more complex argument against trade and international investment.

The central dependency theory argument is built upon a series of interrelated propositions.  The primary causal claim of dependency theory is that integration into the international capitalist economic order decreases the probability of economic development.   Dependency theorists claim that under-development is due to the structure of international economic relations rather domestic defects (such as a lack of capital or inefficient traditional social, political, or economic structures) as often claimed by liberals.  Two different causal mechanisms explain the link between integration and under-development: a) international trade and b) multinational corporation (MNC) investment.  International trade increases under-development by (1) compelling the weak non-industrialized states to exchange goods at rates that favor the strong industrial state and (2) encouraging specialization in low value products.  MNC investment increases under-development by (1) allowing foreign firms to expropriate profits either directly or complex accounting practices such as transfer pricing and (2) granting MNC firms monopoly rights that result in lower production and higher prices.  In sum, international trade and MNC investment are the conduits through which the industrialized core siphons the wealth from the permanently under-developed periphery.  Isolation from the international capitalist system, through a policy of import substitution industrialization, was seen by many dependency theorists as a viable alternative to liberalism and mercantilism.  
Is trade always a destructive force in dependency theory?  While members of the dependency school generally argue that trade inhibits development, some authors believe that once industrialization has occurred within the protective confines of an import substitution industrialization policy, the trade barriers can be remove and fair exchanges can take place between states on a equal footing (Gilpin 1987, 182-90).  This branch of dependency theory is in effect making the same infant industry argument espoused by the movement’s intellectual predecessors – Hamilton and List. 

How might one test the competing predictions of realism, liberalism, and dependency theory?  One useful approach is the quasi-experimental design method in which historical data is collected and analyzed at the state and system levels (e.g., Oneal and Russett 1997, 1999).  This approach can confirm claims about the relationships between trade and growth (Edwards 1998) and investment and growth (Ram and Zhand 2002).  While this approach has strengths, it is often difficult to test the causal structure of arguments precisely and to rule out spurious correlation stemming from omitted variable bias.  Moreover, the approach is less suited to understanding how strategies evolved across time.  A method of inquiry ideally suited for exploring evolutionary processes is computer simulation.  In our agent-based computer simulation, all actors have similar preferences in that they wish to maximize economic growth.
  While realism, liberalism, and dependency theory differ in many respects, they all agree that promoting economic growth is a core national goal.  However, rather than assuming particular strategies are preferred for achieving this goal, the simulation allows strategies to evolve across time in response to their success.  
OVERVIEW OF THE MODEL

In our agent-based model, the world or "landscape" is populated with agents that possess particular strategies that are encoded on an artificial “chromosome.”  Over time the “genes” on the chromosome change as less successful states emulate more successful states.   The relatively simple twenty gene chromosomal structure employed in the model allows for over 1 million possible strategies.  Presumably, only a small subset of these possible combinations produces coherent strategies that maximize national income.  We seek to determine if these successful strategies resemble the prescriptions of realism, liberalism, or dependency theory.  
The structure of our model was inspired by the agent-based model developed by Macy and Skvoretz (1998).  They use a genetic algorithm to model the evolution of trust and strategies of interaction in a prisoner’s dilemma game with an exit option.  Like us, they are interested in the relative payoff of the exit option, the location of interaction, and the conditionality of strategies.  Our model, however, differs from theirs in many important respects.  First, unlike their single state game, our model is a two stage prisoner’s dilemma game that includes both a “war” game and a “trade” game.  Second, our chromosomal structures differ because we have tailored it to conform to standard assumptions about trade and war.  In contrast, their chromosomes are more akin to “first encounter” situations (e.g., do you greet partner? do you display marker? do you distrust those that display marker?).   Third, our model allows for complex strategies such as Tit-For-Tat to evolve across time.

Our simulation model consists of a population of agents that interact with each other in one of three ways: 1) trade with each other; 2) fight with each other; or 3) ignore each other.  Figure 1 illustrates the logic of each of these encounters.  The game is symmetrical so each actor has the same decision tree and payoff matrices (i.e., the right side of the figure is the mirror image of the left side of the figure).  Each agent begins by assessing the geographic dimension of the relationship: if the agents are not immediate neighbors, then the agent skips directly to the trade portion of the decision tree.  If the two states are neighbors, the agent must ask a series of question in order to determine if it should enter the war game.  If it chooses not to fight, it asks a series of questions to determine if it should enter the trade game.  If it chooses neither war nor trade, it simply exits or "ignores" the other agent.  Both the war and the trade games are structured as prisoner's dilemma games. 

**** insert Figure 1 about here ****


The model focuses on learning from one's environment.  In many agent-based simulations, agents change over time through birth, reproduction, and death (Epstein and Axtell 1996).  In such simulations, unsuccessful agents die as their power declines to zero.  These agents are replaced by the offspring of successful agents that mate with other successful agents.  In contrast, our model focuses on social learning.
  Unsuccessful agents compare themselves to agents in their neighborhood.  If they are falling behind, they look around for an agent to emulate.  Given that agents lack insight into why other agents are successful, they simply imitate decision rules (e.g., don't initiate war against stronger states) selected at random from more successful agents.  Over time repeatedly unsuccessful agents are likely to copy more and more of the strategies of their more successful counterparts. 


The fitness of a particular strategy is not absolute because its effectiveness depends on the environment in which it inhabits.  Unconditional defection in trade and war is a very effective strategy in a world populated by unconditional cooperators.  However, such an easily exploited environment begins to disappear as more and more agents emulate the more successful (and more coercive) unconditional defectors.  While this implies that cycling is possible, it does not mean it is inevitable.  As the simulation results demonstrate, some populations are extremely stable across time because they are not easily invaded by new strategies.  In many cases, these configurations are rare but once they emerge they tend to be very stable.  
The war game and the trade game are structured as Iterated Prisoner's Dilemmas.  The Prisoner’s Dilemma is a non-zero-sum game in which an actor has two choices: cooperate (C) with the other or defect (D) on them.  The 2x2 game yield four possible outcomes that can be ranked from best to worst: 1) I defect and you cooperate (DC or the Temptation Payoff "T"); 2) we both cooperate (CC or the Reward Payoff "R"); 3) we both defect (DD or the Punishment Payoff "P"); and 4) I cooperate and you defect (CD or the Sucker's Payoff "S").  The preference order coupled with the symmetrical structure of the game implies that defection is a dominant strategy for both players in a single play game because defecting always yields a higher payoff regardless of the strategy selected by the opponent.  Therefore, the equilibrium or expected outcome for the single play prisoner’s dilemma game is “defect-defect” (i.e., no cooperation).  This collectively inferior equilibrium is stable despite the fact that both actors would be better off under mutual cooperation.  The problem is neither actor has an incentive to unilaterally alter their selected strategy because they fear exploitation.

Students of game theory have long known that iteration offers a possible solution to the dilemma (Axelrod 1984, 12).  If two agents can establish a cooperative relationship, the sum of the small "Reward Payoffs" (CC) can be larger than a single "Temptation Payoff" followed by a series of "Punishment Payoffs" (DD).  The most common solution for cooperation under anarchy involves rewards for cooperative behavior and punishments for non-cooperative behavior -- I will only cooperate if you cooperate.  The strategy of Tit-For-Tat nicely captures the idea of conditional cooperation.  A player using a Tit-For-Tat strategy cooperates on the first move and reciprocates on all subsequent.  Axelrod (1984) argues that the strategy is superior to others because it is nice (i.e., cooperates on first move allowing a CC relationship to emerge), firm (i.e., punishes the agent's opponent for defecting), forgiving (i.e., if a defector returns to cooperation, the actor will reciprocate), and clear (i.e., simple enough for the agent's opponent to quickly discover the strategy).  In our simulation conditional strategies such as Tit-For-Tat can emerge within the war or trade games.     

In the simulation, trade and war are linked in four ways.  First, agents cannot trade with other agents if they are in a crisis or at war.  A crisis emerges when one side exploits the other in the war game (i.e., DC or CD outcome in the war game).   A war occurs when both sides defect in the war game (i.e., DD).  Second, agents can adopt strategies that either mandate or prohibit going to war with current trading partners.  Third, while states can fight and trade with immediate neighbors, they can only trade with non-contiguous states.  Although this rule is obviously a simplification because great powers are able to project power, it captures the fact that most states are capable to trading but not fighting at a great distance.  Fourth, while an "exit" option exists with respect to trade (i.e., you can choose not to enter a relationship with someone you don't trust), state cannot exit from a war relationship because states can be a victim of war whether or not they wanted to participate.  

Do the agents in the evolutionary model behave rationally?    The agents are rational in that they can sense if they are failing to keep up with their neighbors and they attempt to rectify the situation by learning.  However, while they have perfect information on the power of the agents around them, they lack insight into why these agents are more successful.  In response to falling behind, they attempt to learn from their neighbors by adopting particular strategies of the more successful states.  The complex nature of the strategies coupled with an ever changing environment makes it impossible for an agent to calculate an optimal strategy.  Unlike a finite game in which actors solve the problem through backward induction, agents in the simulation stumble upon optimal solutions through trial and error. 

THE WAR-TRADE-ISOLATION SIMULATION

Figure 2 illustrates the basic structure of the war-trade-isolation simulation. The population consists of a wrapping 20 x 20 landscape or grid of agents.  Each of the 400 individual agents is surrounded by eight immediate neighbors (referred to as the Moore 1 neighborhood in the simulation literature).  Each agent in the landscape has a set of chromosomes that determine the agent’s attributes and rules for interacting with other agents.  In Figure 2, we see the distribution of the Gene #1 shown in black over the entire landscape.  The structure of the actor and its northeastern neighbor are highlighted in the Figure in order to illustrate the properties of the agents.  In the Figure, the actor's War Character (Gene #1) is "Defect" (or "1" shown in black in the figure) and the neighbor's War Character is "Cooperate" (or "0" shown in white).  The Figure indicates that war-like states tend to cluster spatially and are in a minority in this particular landscape.  The simulation is executed for a number of iterations or "runs."  In each iteration, the actor interacts with neighbors (and possible non-neighbors), updates their power based on outcomes of interactions, and (possibly) updates genes by adopting those of more successful neighbors.  Therefore, the gene landscapes update slowly over time as the more successful agents are emulated by their less successful neighbors.

**** insert Figure 2 about here ****


Figure 3 displays the payoff structure for each interaction.  During each iteration of the simulation, the agent interacts with at least the eight members of its Moore 1 neighborhood.  Nine outcomes of the interactions are possible: ignoring (exiting prior to trade), trading (DC, CC, DD, CD), or fighting (DC, CC, DD, CD).  The payoffs for these outcomes are shown in Figure 1.  For example, if both states cooperate in the trade game they each receive a payoff of "1".  Conversely, if they both defect in the war game they each receive a payoff of "-5".  The exit payoffs always fall between the DD payoff and the CC payoff.  The ExitPayoff parameter, which varies from 0 to 1, determines the exit payoff between these endpoints.  So a setting of 0.50, which is the default in the simulation, sets the exit payoff as the midpoint between the DD minimum (0) and the CC maximum (1).  As with all parameters in the model, the user is free to manipulate the parameter in order to explore the model.

**** insert Figure 3 about here ****


Four points about the payoff structure should be highlighted.  First, the payoffs in the model must be symmetrical because the user specifies a single matrix for all actors.  While this is an obvious simplification, it is a standard assumption in most of the formal and simulation work employing a prisoner's dilemma.
  Second, the gains from the temptation payoff and the losses from the sucker's payoff in the trade game are always less than for the analogous payoffs in the war game.  This captures the widely accepted notion that the stakes are lower in the economic realm compared to the military realm (Lipson 1984; Stein 1990, 135; Rousseau 2002, chapter 3).  Third, the simulations in this paper always set the DD outcome in the trade game to zero and the CC outcome in the war game to zero.  While this is not necessary, it implies that peacetime and no trade are the status quo outcomes in which states neither lose nor gain.   Fourth, the payoffs in the simulations presented below meet the two requirements for a prisoner's dilemma game (i.e., DC>CC>DD>CD and CC>(DC+CD)/2).
Chromosomes


Each agent has a "chromosome" that defines it properties and specifies many (but not all) interaction rules.  In our model, each agent's chromosome has 24 genes (four of which are currently blank in that they do not affect behavior).  In general, the first half of the chromosome governs behavior in the war game and the second half of the chromosome governs behavior in the trade game.   Table 1 summarizes the gene names, gene numbers, allele types, and gene descriptions.  For example, the War Character gene (#1) determines the states preferred strategy in the war game.  Some states prefer to defect in order to exploit their partner (e.g., offensive realists) or to protect themselves from others (e.g., defensive realists).  Other states prefer to cooperate when entering the war game.

**** insert Table 1 about here ****


The War: Unconditional gene (#2) determines whether or not the War Character gene is applied unconditionally in all circumstance.  If the allele specifies a conditional strategy, the state may defect in general unless another gene specifies when it should cooperate.  For example, a state with War Character gene equal to 1 (i.e., defect) may cooperate when facing a stronger state (War: Power gene (#6)=0), a trading partner (War: Interdependence gene (#7)=1), or a member of the same culture (War: Culture gene (#8)=1).  


The War: Behavior w/ Me gene (#3) is the first of three genes that allows states to use the past behavior of the other state to determine whether or not to cooperate.  A simple Tit-For-Tat strategy involves cooperating on the first move of the interaction and reciprocating on all subsequent moves (i.e., cooperate if they cooperate and defect if they defect).  Tit-For-Tat requires that the actor record one piece of historical information: what did the opponent do in the last round?  If the War: Behavior w/ Me allele equals 0, then the state does not use any historical information to guide current behavior.  However, if the allele equals 1, the state does look at past behavior.  But how far back should one look?  Although the simplest form of Tit-For-Tat looks back only one round, more complex strategies are available (e.g., Tit-For-2-Tats).
  In our simulation, we address this question by creating a Memory gene (#23) that determines how far back an agent should look.   It is conceivable that a bit of memory (e.g., 1 or 2 rounds) helps cooperation emerge but that a lot of memory (9 or 10 rounds) severely limits the establishment of cooperative relations (Hoffmann 2000, 3.3).  This gene, like all the others, evolves over time allowing states to locate the optimal memory. 


Should states only look at dyadic behavior?  For example, does the United States only assess China on the basis of American-Chinese interactions?  Or does its assessment of China include its behavior with Japan, Taiwan, and South Korea?  The War: Behavior w/ Common Neighbors gene (#4) and the War: Behavior w/ All gene (#5) gradually increases the number of others states considered in the decision process.  In the simulation, states have perfect information on the past behavior of other states and can decide whether or not to include this information in the decision calculus.
    


The sequence of trade genes directly parallels the sequences of the war genes just discussed with a single exception: the Trade: Neighbors gene (#18).  This gene, which becomes important in conditional strategies, determines if neighbors should be treated differently.  The fact that states can only go to war with immediate neighbors, implies that they might be more concerned about trade (and the potential for relative gains) with these potential adversaries.  


After the trade genes, the chromosome contains two genes related to culture.  States have a culture if their War Character and Trade Character are identical.  That is, the model allows for a cooperative culture and a non-cooperative culture (states with mixed genes do not have a culture).  This raises two interesting questions.  First, should you signal your culture to others?  For example, if you are a cooperative state, do you want to signal this fact to others?  If a cooperative state signals its culture to another cooperative state, the probability of establishing a mutually cooperative relationship is enhanced.  However, if a cooperative state signals its culture to a non-cooperative state, it opens itself up for exploitation.  Conversely, if a defector displays its culture, it could both deter attacks on it by other defectors and warn cooperators of coming exploitation.  Second, should states use culture to help them determine an optimal strategy?  The Display Culture gene (#21) and the Detect Culture gene (#22) determine whether or not an agent uses culture when choosing whether to defect or cooperate.  

Finally, the Military Propensity gene (#24), which is the only continuous gene other than Memory, determines how likely a state is to initiate an unprovoked attack on another state.  While defensive realists and offensive realists may both possess the "defect" allele on the War Character gene, only the offensive realists would be expected to have a high Military Propensity probability.  A landscape populated by agents with high Military Propensity is expected to have high rates of war.  The intriguing question is whether states with a high military propensity thrive over time.
In the simulation, genes can be changed in one of two ways: 1) mutation and 2) learning.  In the default simulations, there is a 0.001 probability that each gene mutates (i.e., flips from “1” to “0”) in each iteration.  While raising the mutation rate increases the likelihood of an agent zeroing in on an optimal strategy by chance, it introduces volatility into the landscape because quite fit agents can suddenly become ill equipped to deal with the neighborhood.  In terms of learning, the simulation permits three choices: (1) always copy from the most successful agent in the neighborhood; (2) if below the mean power in the immediate neighborhood, randomly select anyone above the mean power level in the neighborhood; and (3) if the worst in the neighborhood in terms of power, randomly select anyone else in the neighborhood.  The “select the best” rule causes rapid convergence and the “if the worst” rule causes very slow convergence.  The intermediate “if below look above” rule is employed in the default simulations.  Once a “better” agent is selected for imitation, agents copy on a gene by gene basis with a 0.10 probability.  While copying gene by gene rather than by blocks slows the identification of an optimal strategy, it conforms to the idea that states “muddle” through rather than “optimize.”  
The War and Trade Modules

While Figure 1 provided a rough overview of the model, we did not spell out the precise logic of each step in the decision calculus.  The model contains four detailed decision trees, which appear in Figures 4 through 7, labeled the "War Choice" module, the "War Strategy" module, the "Trade Choice" module, and the "Trade Strategy" module.  The "choice" modules specify the rules for entering either the war game or the trade game.  The "strategy" modules specify the rules for choosing a particular strategy (i.e., cooperate or defect) once the actor has entered a game. 

**** insert Figures 4 through 7 about here ****


The War Choice Module in Figure 4 identifies the sequence of questions an agent asks in order to determine if war is preferred.  Agents with unconditional strategies (as determined by gene #2) immediately cooperate or defect based on their War Character gene (#1).  Agents then use the Military Propensity gene (#24), which is a probability that varies from 0 to 1, to decide whether or not to initiate an attach.  Finally, agents with conditional strategies begin by examining the behavior of the other state with the agent itself, with common neighbors, and with all other agents in the landscape.  For example, if the agent has a "1" on the War Behavior w/Me gene (#3) and a Memory gene (#23) of 10, then the agent looks to the last ten iterations between the agent and the other.  If the other has defected 5 of the last 10 times with the agent, there is a 50% change that the agent will defect.  This probability will be influenced in an analogous manner by the War Behavior w/ Common Neighbors and War Behavior w/ All genes (#4 and #5 respectively).  For example, if an actor has a “1” for all three genes, then the probability of “trust” is simply one minus the sum of the average rates of defection divided by three.

The War Strategy Module in Figure 5 identifies three sequential questions asked by the agent in order to determine if a conditional strategy is appropriate for the interaction.  The first question focuses on the current balance of power: is the other agent weaker than me?  If the other agent is weaker, then the agent must ask if it treats weaker agents differently (i.e., gene #6=1).   For example, suppose a state had a War Character gene indicating "cooperate" but a War: Power gene indicating "treat weaker states differently."  In this case, the agent would cooperate with stronger states but attempt to exploit weaker states by defecting.  A similar procedure is followed for the trade question (Did I trade with the other agent in the last round?) and the culture question (Is the other agent a member of my culture).  The Trade Choice and Trade Strategy modules shown in Figures 6 and 7 follow the same basic logic as the war modules. 

THE HYPOTHESES


The simulation model can be used to test a wide variety of hypotheses related to the evolution of war, trade, and isolation strategies.  The model contains approximately 30 parameters that can systematically varied by the user.  These parameters correspond to the independent variables in the causal relationship because varying the parameter (e.g., the CC payoff in the trade game from low to medium to high) may have a significant impact on a particular dependent variable.  The dependent variables included in the model and stored in the output files are 1) the number of wars per agent in the landscape, 2) the number of trades per agent in the landscape, 3) the mean level of power in the landscape; 4) the inequality of power in the landscape; and 5) the prevalence of each gene in the population.  While we will focus on a small sub-set of the possible hypotheses due to space limitations, we encourage the user to explore the model more fully.


The first three hypotheses are relatively uncontroversial claims that are designed to demonstrate that the simulation produces results consistent with what we know about the international system from other methods of investigation.  While “surprising” findings are a hallmark of good simulations and formal models, a model that produces only surprising findings is likely to driven by an erroneous assumption or inappropriate decision rule.  In the final three hypotheses we test complex arguments that have been debated without resolution in the international relations literature for decades.  Unlike the first three hypotheses, it is extremely difficult to predict if the proposed relationship will emerge in the simulation due to the complexity of interactions.   


Hypothesis #1 predicts that increasing the gains from trade relative to the gains from war will increase the probability of the emergence of a pacific trading system.  Historically, the gains from trade were limited by the high cost of transportation and limited specialization.  However, the industrial revolution dramatically reduced transportation costs and increased specialization in labor and capital.
  As the gains from trade increased during this era, the international economic system experienced an increase in the growth of trade and treaties designed to lower trade barriers.  The annual average growth in international trade grew from 1.10 percent in 1720-1780 to 4.84 percent in 1840-1860 and 3.24 percent in 1870-1900 (Rostow 1978, 67).  The signing of the Anglo-French Cobden-Chevalier Treaty in 1860 was followed by a series of similar agreements which paved the way for the most open trading era in European history (Kindleberger 1975).  Although many bumps appeared along the way (e.g., the structural adjustments of 1873-1896 and the global depression of the 1930s), international trade and investment has grown rapidly over the last one hundred and fifty years (Held 1999, 149, 189).  Within the simulation, we test Hypothesis #1 by decreasing the gap between the CC payoff nd the DC payoff in trade game.  Specifically, while holding the DC payoff in the trade game constant at 4, we increase the CC trade payoff from 1 to 3 and while holding the DD payoff constant at 0, we decrease the cost of the sucker’s payoff from -4 to -1.  By decreasing the gaps between the two highest payoffs and the two lowest payoffs, we should decrease the incentive to defect because 1) exploiting your opponent only gives you slightly more than cooperating with them and 2) the cost of the sucker’s payoff is not much worse than mutual defection.
  The incentive to exploit declines as does the fear of being exploited (Jervis 1978; Rousseau 2002).  Moreover, by keeping the war payoffs constant, the rise in the gains from trade inherently makes trading more attractive than in the baseline situation.  The hypothesis predicts that changing the CC and DC trade payoffs will increase the average number of trades and decrease the average number of wars in the landscape.  


Hypothesis #2 predicts that offense dominance increases the probability of conflict (Jervis 1978; Van Evera 1984); the rise in conflict should simultaneously decrease the amount of trade.  When military technology favors the offense, attacking is relatively easy and defending is relatively difficult.  The attacking state can exploit the advantage of surprise and dictate the course of the conflict to the retreating enemy.  According to Jervis, offense dominance increases the reward of the temptation payoff and/or the cost of the sucker's payoff (i.e., increases the gap between the DC and CC payoff and/or increases the gap between the DD and CD payoff (1978, 171).  By increasing the temptation payoff, we increase the incentive to unilaterally defect in the hope of exploiting another state.  By increasing the cost of the sucker’s payoff, we make it very difficult for a state to choose cooperation because it fears the dire cost of exploitation.  In the simulation, we test Hypothesis #2 by doubling both the positive DC payoff and the negative CD payoff in the war game.  We predicted that altering these payoffs will result in a decrease in the average number of trades and an increase in the average number of wars as states adopt aggressive military strategies.


Hypothesis #3 predicts that trade with non-neighbors greatly increases the probability of the emergence of a liberal order (van der Veen 2000).
  This claim is based on the fact that non-neighbor trade allows you to screen trading partners over time.  If your non-neighbor trading partner cooperates with you, you can continue to cooperate with them.  If they exploit you, you can dump them and look for a more cooperative agent.  Notice how this situation differs from that of immediate neighbors: you have not choice but to interact with neighbors in every round.  Territorial neighbors are like members of your immediate family members -- you are stuck with them whether you like them or not.  While agents can attempt to change the behavior of immediate neighbors by rewarding good behavior and punishing bad behavior, this is likely to be more difficult than simply searching for states with similar preference across the entire population.  Historically, international trade exploded when technological innovations allowed traders to greatly expand normal trade routes (e.g., the ocean going cogs, caravels, and carracks in the 15th century and the steamships in the 19th century (Cameron 1997, 99, 207)).  In the simulation, the TradeScope and TradeScopeLimit parameters define whether or not states can trade with non-neighbors.  Hypothesis #3 predicts that as we increase the number of permissible non-neighbor trading partners from 0 to 8 to 16, we will see an increase in the average number of trades and a decrease in the average number of wars.  It is important to remember that the TradeScopeLimit parameter sets a theoretical upward limit on non-neighbor trade; very often this limit is never reached because the agent cannot locate another other agents willing to cooperate in the trade game.  


The preceding three hypotheses are relatively uncontroversial in that they have been predicted by formal models and generally been confirmed by historical experience.  The next three hypotheses exploit the power of the simulation by producing new answers to under explored questions.  Hypothesis #4 predicts that states will not trade with immediate neighbors.  Realism contends that states are obsessed with the balance of power because any gain in power by an adversary could be used against the state.  Given that trade help an adversary grow, trade with potential enemies should be minimal.  As Grieco argues, "today’s friend may be tomorrow’s enemy in war…As a result states must give serious attention to the gains of partners” (1988, 118).  Historically, many enduring rivals have attempted to limit trade links in the hope of limit growth and technological advance (e.g., the United States and Soviet Union during the Cold War (Mastanduno 1992).  In the simulation, agents are only allowed to attack immediate neighbors.  If agents that refuse to trade with potential threats are likely to be more successful as realists predict, then we should see limited trade with immediate neighbors.  Hypothesis #4 predicts that agents with Trade Character "defect" (gene #12=1) will treat non-neighbors differently (gene #18=1) and agents with Trade Character "cooperate" (gene #12=0) will treat neighbors differently (gene #18=0).  A cross tabulation of Trade Character and Trade: Neighbor should reveal the expected patterns. 


Hypothesis #5 predicts that the payoffs associated with the “Exit” option will have a profound impact on the prevalence of international trade.  While advocates of economic liberalism argue that free trade will maximize economic growth by exploiting comparative advantage, Dependency theorists counter that trade only benefits the more developed states in the industrial core of the economy.  Dependency theorists advocate that states isolate themselves from the international economic system by limited trade and capital flows in order to promote the development of domestic industries and services.  This policy, which is labeled Import Substitution Industrialization (ISI), has been employed by a range of countries including South Korea and Brazil in the 1950s (Haggard 1990).  Dependency theorists predicted that ISI would increase wealth faster than a liberal free trade strategy.   We explore this prediction by varying the “Exit” payoff from 10% to 50% to 90% of the CC trade payoff.   The expectation is that wealth should increase faster as the exit payoff rises.  

Hypothesis #6 predicts that if the lion’s share of the benefits from trade is captured by the richer state in the trade partnership, then average wealth in the landscape should be low and income inequality should be great.  In the default simulation, the payoffs are absolute values based in the user input.  For example, the CC payoff in the default trade game provides each party with 1 power unit.  The symmetrical payoff assumption has been adopted by the vast majority of liberal and neo-liberal scholars (e.g., Axelrod 1984 and Baldwin 1993).  However, we can relax this assumption by tuning the UseAbsolutePayofffs function off in the parameter table.  Thus, if agent A has 1000 power units and agent B has 3000 power units, then if both sides were to cooperate in the trade game the payoff for agent A would be 0.25 and the payoff for agent B would by 0.75.
  

 
Hypothesis #7 predicts that cooperative agents will cluster spatially on the landscape.  Cooperative agents are defined as those agents that have a cooperative war and trade character (Gene #1=0 and Gene #12=0).  While theses states are often employ conditional strategies that lead them to defect against certain types of the states, they are generally more likely to cooperate with others.  The spatial clustering, which even arises in a world that permits non-neighbor trading, occurs for three reasons.  First, while agents may interact with non-neighbors, they only learn from their immediate neighbors.  While this is an obvious simplification, it makes intuitive sense that a country such as France will compare itself with states in its region and attempt to emulate the more successful states in the area.
   Hoffmann (1999) examines the interaction between the location of learning (local versus distant) and the location of interaction (again local versus distant).  He concludes that cooperation is enhanced by local learning and local interaction.
  Second, cooperative states surrounded by non-cooperative states don’t gain much from their nice genes given that there are interacting with at least eight non-cooperative agents each iteration.  The relatively small gains from cooperation only accumulate if the cooperative actor is able to interact with enough like minded states.  Third, the mutation rate in the simulations is relatively low (each gene has a 1/1000 chance of flipping each iteration).  In societies with a high mutation rate, the geographic clustering should decline because new strategies could suddenly appear within potentially vulnerable clusters (e.g., an always defect agent within a sea of unconditional cooperators).  

Historically, we know that trade has tended to cluster spatially due to the diffusion of “ideas” (Kindleberger 1975, 51), the relatively high levels of trade between neighboring states, and the growing inclusion of Most Favored Nation (MFN) clauses in bilateral trade agreements (Pahre 2001).
  Similarly, the security community associated with the democratic peace emerged first in the North Atlantic and may be spreading to other regions as the democratization spreads in a succession of waves (Huntington 1991).  In his simulation of the democratic peace, Cederman (2001) found that the democratic peace tended to appear in clusters that grew as alliances and collective security were added to the baseline simulation.  In sum, the theoretical literature and the empirical analysis to date supports the expectation of clustering.  In the simulation, we measure clustering by looking at Ctrade-Cwar states (i.e., War Character=Cooperate (gene #1=0) and Trade Character=Cooperate (gene #12=0)) and counting the number Ctrade-Cwar states in the immediate neighborhood.
  We then calculate an average for each agent and an average for the landscape.  The final clustering variable ranges from 0 to 1.
    

THE RESULTS OF THE TRADE-WAR SIMULATION


Figure 8 displays the output of a typical simulation using the default settings.  Panel (A) displays the “gene landscape” for one of the 24 genes.  The panel indicates that most agents in the landscape have the “defect” allele on the War Character gene (#1).  As with all the gene landscape charts, allele “1” is shown in black.  The panel reveals that the genes tend to cluster spatially so that those with the “cooperate” allele tend to cluster near each other as do agents with the “defect” allele.  
Panel (B) displays the prevalence of wars.  In this panel, actors are shown as nodes in a network (rather than as squares on a lattice as in the previous panel).  Each line connects two states engaged in a war (i.e., a DD outcome in the war game).  The very limited number of lines connecting nodes indicates that the number of wars in the landscape is relatively low (on average 0.13 wars per dyad in this particular run).  
Panel (C) displays the prevalence of trade and indicates that trade is even less frequent than war (on average 0.01 trades per dyad in this particular run).  The vast majority of agents in this simulation have chosen to “exit” in order to isolate themselves from the anarchic system.  Both Panels (B) and (C) color code the agents based on their War Characters and Trade Characters (green for Ctrade-Cwar; red for Dtrade-Dwar; blue for Dtrade-Cwar; and black for Ctrade-Dwar).  The color patterns in the panels clearly indicates that cooperative states tend to cluster spatially (even when they are not trading with each other).  
Panel (D) displays the percentage of individual genes across time, in this case the four genes relating to character and conditionality.  The rising black and aqua lines, which track the percentage of agents having Trade Character gene =1 and Trade Unconditional gene=1 respectively, indicate that the vast majority of agents have become unconditional defectors in trade, thus explaining the almost complete absence of trade in the landscape.  

Panel (E) tracks the average number of successful trades (CC) and wars (DD) in the landscape across time.  We see that warfare rose early in the simulation and then slowly declined across time.  In contrast, trade started out a lower level and almost completely disappeared.  The gradual decline of war and trade occurred because agents engaging in these activities tended to do worse in terms of accumulating power than agents that avoided these activities.  

Panel (F) displays the average level of power across time.  States receive an endowment of power at the initialization of the simulation.  The initial power is a random number drawn form a uniform distribution bounded by a minimum and maximum.  In the default simulation, these bounds are set at 1000 in order to begin the simulation with an even distribution of power.  In worlds in which total economic growth is positive, the average power should increase across time. In worlds dominated by defection and retaliation, the average level of power should fall below the initial starting position.  The panel indicates that wealth quickly collapses in the high warfare environment. Although it partially recovers in the middle of the run, it collapses again by the end of the simulation.
Panel (G) displays the Gini coefficient across time. The Gini coefficient measures the power inequality in the landscape on a scale from zero (perfect equality) to one (one actor has all the power in the system).  The Gini coefficient is measures by computing the area between the Lorenz Curve and the 45 degree line in Figure 9.  The coefficient is the ratio of the “pink” to the “pink plus blue” area. 
  By distributing power evenly at the start of the simulation, the default simulation always begins with a Gini coefficient of zero.  For comparative purposes, the U.S. Census Bureau calculated a Gini coefficient of 0.456 for the United States in 1994.  In the figure, the Gini coefficient rises to above 0.80, indicating that a few agents control most of the wealth in the system.  
**** insert Figure 8 about here ****

**** insert Figure 9 about here ****


Hypothesis #1 predicts that increasing the gains from trade will increase the average number of trades and decrease the average number of wars.  Operationally, this involves increasing the trade reward payoff (1 to 3) and decreasing the trade sucker’s payoff (-4 to -1).  As with all the hypotheses, we probe this claim graphically by comparing representative runs using graphs similar to those shown in Figure 8.  In the graphics we always use a random seed of 1 in order to isolate the impact of the change in parameter settings.  Given that each simulation run represents just one of many possible outcomes, we also report T-tests based on fifty runs lasting 10,000 iterations.  This allows us to determine whether the differences in the average amount of trade or the average amounts of war are statistically significant.
**** insert Figure 10 about here ****


The representative run in Figure 10 indicates that making trade more attractive has a small impact on trade.  Panel D indicates that the number of unconditional trade defectors falls and Panel E shows that the average trades per dyad rises a bit.  However, Panels B and C indicate that trade is still relatively rare compared to war.  In fact, the average number of wars appears to rise.  T-tests over 50 runs indicates that average trades per dyad actually falls slightly from 8.2% to 7.8% and the average number of wars per dyad increases from 26% to 28%.  Both results are statistically significant at better than the .001 level of significance.  The unexpected result is due to the fact that trade increases wealth and the agents use this wealth to continue military operations.  Thus, the small increase in the benefit of trade is not sufficient to tip the balance of strategies in the landscape.  This run points to the power of the simulation approach; it would have been difficult to foresee the impact of this feedback loop.  
Hypothesis #2 predicts that increasing offense dominance will increase the average number of wars and decrease the average number of trades.  Operationally, this involves doubling the temptation payoff (10 to 20) and the sucker’s payoff (-11 to -22).  The representative results in Figure 11 strongly support the hypothesis.  The amount of warfare in Panel B is high and the average number of wars in Panel E are higher than either the baseline or the increased gains from trade case.  And as expected, the average number of trades falls in the offense dominant world.  Averages over 50 runs indicate that the average number of wars per dyad increases from 0.26 to 0.37 and the average number of trades per dyad decreases from 0.082 to 0.063.  Both results are statistically significant at the 0.001 level of significance.  
**** insert Figure 11 about here ****

Hypothesis #3 predicts that permitting trade with non-neighbors will increase the average number of trades.  The impact on warfare is unclear.  If a trading system emerges, then war should decline.  Conversely, if states use rising wealth to fund wars, the average number of wars should increase.  The results displayed in Figure 12 support the second argument.  Although the single run displayed in Panel E shows trade declining to near zero, an examination of 50 runs reveals that the average number of trades per dyad increases as expected from 0.082 in the baseline to 0.143 when non-neighbor trade is permitted.  The average number of wars increases from 0.26 to 0.36.  Somewhat surprisingly, the increase in warfare is about the same as the introduction of offense dominance.  In combination, the slight rise in trade and the large jump is warfare imply that a liberal world is unlikely to emerge from this configuration.    
**** insert Figure 12 about here ****

Hypothesis #4 predicts that when states have an opportunity to trade with either neighbors or non-neighbors, they will trade primarily with non-neighbors.  This test uses the same simulation output as the last hypothesis; each agent can trade with up to eight neighbors and eight non-neighbors.  If trade were evenly divided between the two groups, we would expect trade with neighbors to be 50% of the total.  In fact, trade with neighbors only accounts for 11% of the total trade on average.  The difference is statistically significant at better than the 0.000 level of significance.  The results appear to support the realist expectation that states will not trade with neighbors.  However, it could also be due to the fact that states seeking non-neighbor trading partners can sample widely in order to identify a cooperative state.  Unfortunately, the simulation as it stands does not permit us to disentangle these competing causal mechanisms.   A possible solution would involve randomly assigning 8 non-neighbors to each agent and only permitting trade with theses non-neighbors.  If we still found that states preferred non-neighbors, it would support the realist argument more conclusively. 
Hypothesis #5 predicts that increasing the size of the exit option relative to the CC trade payoff will cause a decline in the average amount of trade, an increase in average wealth, and a decrease in inequality.  Operationally, this test involves increasing the exit payoff from .50 (i.e., 50% of the CC payoff of 1) to .90 (i.e., 90% of the CC payoff of 1).   Figure 13 displays the three cases: 0.10 exit payoff on the left; 0.50 exit payoff in the middle (the baseline); and 0.90 exit payoff on the right.  The figures appear surprisingly similar. An analysis of 50 runs of each configuration reveals no significant difference in term of average trade, war or wealth.
Why do exit payoffs have such a large impact in the simulation work of Macy and Skvoretz (1998) but not in the current model?  [This section needs to be updated after further sensitivity analysis.]
**** insert Figure 13 about here ****

Hypothesis #6 predicts payoffs which are relative to the distribution of power in the dyad will increase decrease the average amount of trade, decrease average wealth, and increase inequality.   Operationally, this test involves weighting the payoffs by the ratio of the agent A’s power divided by the sum of agent A’s power and agent B’s power.  As expected, the average number of CC trade falls with relative gains is significantly less than with absolute gains (0.044 vs. 0.082; significant at better than the 0.001 level).  However, contrary to expectations, relative payoffs increase average wealth (549 vs. 1466; significant at better than the 0.001 level) and decrease inequality (0.89 vs. 0.82; significant at better than the 0.001 level).  In the representative run in Figure 14, the increase in wealth is highlighted by the large number of “blue” agents (i.e., above the 1000 power unit starting point) in the lowest panel on the right and the slowly declining Gini coefficient in the second lowest panel on the right.  
How can we explain these results?  Sensitivity analysis shows that it is not due to the operational assumption that all agents have equal power.  Making initial power a random draw from a uniform distribution bounded by 500 and 1500 produced the same pattern of results.  [This section needs to be updated after further sensitivity analysis.]
**** insert Figure 14 about here ****

Hypothesis #7 predictions that cooperative agents will cluster spatially on the landscape.  A visual examination of Figures 15 and 16, which we will discuss in a moment, strongly confirm this hypothesis.  When liberal system emerges, they tended to be clusters of trading blocs that are often connected if the rules permit non-neighbor trading.  In future research, we hope complete more systematic testing of this hypothesis.  
Can the model produce a liberal world?  While many of the hypotheses discussed thus far have been supported by the data, none of the landscapes looks very much like the liberal world today in which trade is ubiquitous and war is thankfully rare.  This is due to the fact that liberal worlds are hard to produce, but are relatively stable once established.  In most cases, changing a single variable does not spontaneously produce a liberal world.  In other words, none of the parameters (i.e., independent variables) are sufficient for the production of a liberal world.  However, combinations of variables do tend to produce relatively stable liberal worlds. We close the paper by discussing several key variables.
Increasing the probability of learning from the most efficient states helps produce a liberal world.  Figure 15 displays the results of the simulation using the “learn from the best” update rule.  In the default simulations, learning is slow because states below the mean of the Moore neighborhood simply randomly select an agent above the mean to emulate.  However, the figure shows that if agents strategically pick the best performer in the neighborhood, trade expands rapidly.  Panel C reveals clusters of nodes connected by lots of green lines indicating trade.  These clusters are analogous to free trade arising in one area (e.g., Europe in the 1860s) and then slowly spreading to other areas.  Panel B indicates that war has become rare in the landscape overall, and within the trading clusters in particular.  Panel D shows that that unconditional trade defection (i.e., Gene #12=1 and Gene #13=1), which dominated in the early stages of the model, was gradually declining in the population.  Panel F reveals that rapid learning allows trade to become a more common strategy than war despite the fact that all of the baseline variables are held constant.  Finally, Panel E indicates the spatial distribution of wealth relative to the 1000 unit starting point.  Agents doing better than the starting point are shown in blue; agents doing worse are shown in red.  The intensity of the color varies with how well (or poorly) the agent is doing relative to the staring position.  The Panel indicates that many of the trading areas are the wealthiest in the landscape.  Although the overlap is not perfect (due in part to the fact that this is a snap shot in time), the panel indicates that the trading states are relatively successful and likely to be emulated.  

It is important to note that simply raising the number of iterations with the default update rule did not produce the same results as utilizing the more rapid learning rule. Slow learners do not simply need more time. One possible explanation for this if learning is too slow, the agents are always optimizing for an environment that is rapidly becoming passé.  Like generals that are always “fighting the last war,” slow learning may never be able to respond to the environment quickly enough to do well.  This speculation needs to be explored in future research. 
**** insert Figure 15 about here ****


A liberal world can also emerge if the costs of war increase significantly AND the benefits of trade rise.  While each of these variables had a limit impact by themselves, together they strongly encourage the emergence of a liberal world.  Historically, the industrial revolution simultaneously increased the cost of war and the benefits of trade (McNeill 1982).  Operationally, we increased the costs of war by increasing the suckers payoff (-11 to -22) and the punishment payoff -5 to -10).  We then increased the gains from trade by increasing the CC payoff (1 to 3).  Figure 16 displays a snap shot of results after 1300 iterations.  
**** insert Figure 16 about here ****


Panel B indicates the number of wars has declined substantially and Panel C reveals that a significant number of agents in the landscape have been incorporated into “trading blocs.”   Compared to the previous figure, we see that the trading blocs are both more numerous and more extensive.  Panel E indicates that the average number of trades surpasses the average number of war.  It also shows that inequality remains an important feature of the landscape.  The liberal belief that trade will increase equality does not seem to be supported.  This is probably due to the fact that the equalization of factor prices, a key causal element in the liberal model, does not occur in the simple simulation.   Finally, the power distribution landscape highlights the link between the trading blocs and economic growth relative to the starting point.  The area of intensive trade is the only “rich” area (shown in blue) in the landscape.   

A third and final combination of parameters that increases the probability of the emergence of a liberal world is simultaneously increasing the gains from trade (i.e., increase the CC or reward payoff from 1 to 3 and the CD or sucker’s payoff from -4 to -1) and increasing the number of non-neighbor trade partners.  As Figure 17 indicates, this configuration increases the average amount of trade, lowers inequality, and raises the total level of wealth in the landscape. However, as was the case for both variables individually, the amount of war increases in the system.  Once again, virtually all the high income areas (shown in blue) fall within the trading blocs.  Although we do not explore this issue here, it is also interesting that the trading blocs are more likely to emerge in the border areas in which the number of interactions is lower due to the non-wrapping nature of the landscape. 
**** insert Figure 17 about here ****

What happens if all four forces (rapid learning, increase gains from trade, increased costs of war, and trade with non-neighbors) are engaged simultaneously?  The graphical output appears in Figure 18 and the distribution of genes appears in Table 2.  Several important points immediately jump out of the data.  First, Panel B indicates that very little war exists and Panel C reveals the ubiquity of trade.  In fact, there is so much long distance trade the nodes are almost totally obscured from view.  Panel E indicates that overtime war has been driven to almost zero while the average number of trades per dyad has risen to 70%.  Moreover, the rise in trade is directly correlated with a fall in inequality as shown by the steep decline in the Gini coefficient. This artificial society is (for better and for worse) no more unequal than American society today. Panel F indicates that virtually everyone is better off than at the start of the simulation.  Interestingly, the few very rich agents (shown in dark blue) are located next to the poorest agents.  

Second, the prevalence of black in the landscape in Panel A and the convergence of the aqua and red colored lines toward one in Panel D indicate that virtually everyone in the landscape possesses “defect” alleles for both the War Character (#2) and Trade Character (#13) genes.  While this is surprising at first glance, Table 2 reveals that the vast majority of these agents are “conditional” defectors (70% for the war gene and 80% for the trade gene).  What determines the conditional behavior?  
In the War Choice Module stage (see Figure 4), the agents are more likely to defect on agents that defected on them in the past 5 rounds (16% for Gene #3 in column 4), agents that defected on common neighbors in the past 5 rounds (72% for Gene #3 in column 4), and agents that defected on anyone in the landscape in the past 5 rounds (71% for Gene #3 in column 4).  The five round memory variable is a function of the evolution of the Memory Gene (#23).  The pattern implies that in a liberal trading world states like the United States are more likely to cooperate with a state like China if China cooperates with all other states in the system. The willingness to collectively punish defectors creates great incentives to cooperate. 
In the War Strategy Module stage (see Figure 5), the conditional defectors are more willing to cooperate with weak states (83%) rather than strong, less willing to cooperate with trade partners (10%) than non-trade partners, and more willing to cooperate with members of the same culture (90%).  Liberals will find the failure to treat trade partners differently surprising.  

In the Trade Choice Module (see Figure 6), the agents are again most likely to focus on the opponent’s behavior with all other states (90% in column 5).  In the Trade Strategy Module stage (see Figure 7), the results are very similar to the War Strategy Module.  The conditional defectors are more willing to trade with weak states (93%) than strong states, less willing to trade with neighbors (15%) than non-neighbors, and more willing to cooperate with members of the same culture (92%).  These results seem to strongly support the realist contention that states are careful about trading with states that can hurt them (i.e., strong states and neighbors). 
How stable was this liberal world?  Sensitivity analysis using 10,000 and 30,000 runs shows that the system is somewhat stable. In the 10,000 run model, the liberal trading world was establish by iteration 1,500 iteration and collapsed twice during the remainder of the simulation.  In the 30,000 run model, the liberal trading world collapsed six times.  Given that these were just representative runs, more analysis is required to establish statistical tendencies.  Unfortunately, a single 30,000 iteration run with non-neighbor trading can take over a day to run on a desktop computer with an Intel Pentium II processor and 128 MB of memory. 
**** insert Figure 18 about here ****
CONCLUSIONS

Was the emergence of a liberal international order inevitable?  The simulation results clearly indicate no.  Using the default payoffs for war and trade, a liberal trading world only rarely emerges.  The simulation demonstrated that no signal factor could trigger the evolution of a liberal order with high trade and low war.  However, in combination, the forces were powerful enough to trigger the growth of clusters of trading areas.  Rapid learning, high trade benefits combined with high war costs, and high trade benefits combined with non-neighbor trade were all able to trigger the rise of trading clusters.  
Historically, the industrial revolution was associated with all these factors.  The specialization of labor and capital increased the benefits of trade.  The decline in transportation and communication costs facilitated the flow of goods and ideas.  Moreover, the cost of war among great powers grew geometrically.  Without the industrial revolution simultaneously altering all these relationships, it seems unlikely that the liberal trading order would have emerged and become dominant in the last 150 years.  

The results appear to at least partially support some aspects of liberalism, realism, and dependency theory.  As liberal predict, trade can dampen the amount of conflict in the system. However, it only seems to occur when the costs of war become very high.  Realists correctly predicted that agent would not trade with each other. In addition, the fact that trade can increase war by giving a state more wealth seems to fit more comfortably with realism than liberalism.  Finally, dependency theory correctly predicted that trade would increase inequality.  However, the power of relative payoffs did not function as dependency theorists predicted and the exiting option failed to produce either wealth or equality. 
How will the information revolution influence these trends?  In all likelihood it will reinforce the process established during the industrial revolution.  The gains from specialization continue to increase and the cost of warfare has reached new heights.  From smart bombs to unmanned aircraft, war remains a technologically sophisticated and capital intensive operation.  

[This section needs to be updated after further sensitivity analysis.]
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Figure 2: Landscapes and Actors

Figure 3: Payoff Structure for Agents








Figure 8: Output From a Typical Run of the Simulation

see PowerPoint file for Figures 8, 10-18.

Figure 9: Calculating the Gini Coefficient of Inequality using the Lorenz Curve

[image: image1.png]100

080

050

.40

020

om0

om0

020

.40

050

080

100





Table 1: Chromosomal Structure of the Model

Gene Name
Gene #
Allele
Description

War Character
1
0
Cooperate in war



1
Defect in war

War Unconditional
2
0
Do not use unconditional approaches in war



1
Use unconditional strategies in war

War -- Behavior w/ Me
3
0 
Don't use past behavior in war with me



1
Use past behavior in war with me

War -- Behavior w/
4
0
Don't use past behavior in war with common neighbor

          Common Neighbors

1 
Use past behavior in war with common neighbor

War -- Behavior w/ All
5
0
Don't use past behavior in war with all others



1 
Use past behavior in war with all others

War -- Power
6
0
Treat stronger states differently in war



1
Treat weaker states differently in war

War -- Interdependence
7
0
Treat non-trading partners differently in war



1
Treat trading partners differently in war

War -- Culture
8
0
Treat non-members of your culture in war



1
Treat members of your culture differently in war

blank gene
9
0
not currently in use



1


blank gene
10
0
not currently in use



1
 

blank gene
11
0
not currently in use



1
 

Trade Character
12
0
Cooperate in trade



1
Defect in trade

Trade Unconditional
13
0
Do not use unconditional approaches in trade



1
Use unconditional strategies in trade

Trade -- Behavior w/ Me
14
0 
Don't use past behavior in trade with me



1
Use past behavior in trade with me

Trade -- Behavior w/
15
0
Don't use past behavior in trade with common neighbor

          Common Neighbors

1 
Use past behavior in trade with common neighbor

Trade -- Behavior w/ All
16
0
Don't use past behavior in trade with all others



1 
Use past behavior in trade with all others

Trade -- Power
17
0
Treat stronger states differently in trade



1
Treat weaker states differently in trade

Trade -- Neighbors
18
0
Treat non-neighbors differently in trade



1
Treat neighbors differently in trade

Trade -- Culture
19
0
Treat non-members of your culture in trade



1
Treat members of your culture differently in trade

blank gene
20
0
not currently in use


1

Display Culture
21
0
Do not display cultural marker



1
Display cultural marker

Detect Culture
22
0
Ignore marker



1
Attend to marker

Memory Length
23
--
Integer recording number of previous rounds used by the agent

Military Propensity
24
--
Continuous variable measuring probability of initiating conflict

Table 2: Chromosome Distribution With All Four Forces Activated

         (1)
(2)
(3)
(4)
(5)
(6)
         (7)




If
If




Overall
Gene
Gene

Gene Name
Gene #
Allele
%
#2=1
#13=1
Description

War Character
1
0



Cooperate in war



1
.96


Defect in war

War Unconditional
2
0



Do not use unconditional 



1
.30


Use unconditional strategies in war

War -- Behavior w/ Me
3
0 



Don't use past behavior w/ me



1
.22
.16

Use past behavior in war with me

War -- Behavior w/
4
0



Don't use past behavior w/ neighbors
          Common Neighbors

1 
.47
.72

Use past behavior w/ common neighbor

War -- Behavior w/ All
5
0



Don't use past behavior in war with all others



1 
.79
.71

Use past behavior in war with all others

War -- Power
6
0



Treat stronger states differently in war



1
.54
.83

Treat weaker states differently in war

War -- Interdependence
7
0



Treat non-trading partners differently in war



1
.13
.10

Treat trading partners differently in war

War -- Culture
8
0



Treat non-members of your culture in war



1
.68
.90

Treat members of your culture differently

blank gene
9
0



not currently in use



1
---
blank gene
10
0



not currently in use



1
--- 

blank gene
11
0



not currently in use



1
 ---
Trade Character
12
0



Cooperate in trade



1
.92


Defect in trade

Trade Unconditional
13
0



Do not use unconditional approaches in trade



1
.20


Use unconditional strategies in trade

Trade -- Behavior w/ Me
14
0 



Don't use past behavior in trade with me



1
.18

.32
Use past behavior in trade with me

Trade -- Behavior w/
15
0



Don't use past behavior w/ common neighbor

          Common Neighbors

1 
.11

.16
Use past behavior in trade w/ common neighbor

Trade -- Behavior w/ All
16
0



Don't use past behavior in trade with all others



1 
.85

.90
Use past behavior in trade with all others

Trade -- Power
17
0



Treat stronger states differently in trade



1
.74

.93
Treat weaker states differently in trade

Trade -- Neighbors
18
0



Treat non-neighbors differently in trade



1
.23

.15
Treat neighbors differently in trade

Trade -- Culture
19
0



Treat non-members of your culture in trade



1
.98

.92
Treat members of your culture differently

blank gene
20
0



not currently in use



1
--
Display Culture
21
0



Do not display cultural marker



1
.95


Display cultural marker

Detect Culture
22
0



Ignore marker



1
.41


Attend to marker

Memory Length
23
--
4.44


Integer recording number of 






   previous rounds used by the agent

Military Propensity
24
--
0.02


Continuous variable measuring 






     probability of initiating conflict
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Figure 7: The Trade Strategy Module
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Figure 6: The Trade Choice Module
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Figure 4: The War Choice Module
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Figure 5: The War Strategy Module
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� Also see Krasner (1994) on this point. 


� For critiques of Fukuyama’s original (1989) and revised (1999) essays, see articles immediately following each essay.  For a broader critique of the stability of the liberal equilibrium see Brown (1999).


� Obviously there are exceptions.  Kant predicted the triumph of republicanism and the trading state in 1795. 


� I use the term “political units” to capture a wide variety institutional structures, including sovereign states, empires, and city states.  Once the sovereign state emerges victorious, I simply refer to the political units in the international system as states.


� For a more complete discussion of the assumptions of realism see Wayman and Diehl (1994) and Rousseau (2002). Walt (1987) argues that states balance “threats” rather than asymmetries in power. 


� In Cusack and Stoll “primitive power-seekers” and “power balancers” initiated when they are stronger.  In Cederman, “predatory” states launch unprovoked attacks when in a favorable military position.


� At one time economic mercantilism and political realism were closely tied conceptions in that both emphasized the role of relative gains and power. In fact, mercantilism was a means for putting the economy at the disposal of the state’s military machine. This link has become blurred over time in policy circles.  For example, in the United States the Republican Party promotes a liberal laissez faire trade strategy and a unilateralist realist security strategy.  The potential conflicts between these two strategies emerged in the Congressional debate about the future of trade with China.


� Kaiser Wilhelm II, in a 1901 speech before the North German Regatta Association, stated "In spite of the fact that we have no such fleet as we should have, we have conquered for ourselves a place in the sun. It will now be my task to see to it that this place in the sun shall remain our undisputed possession, in order that the sun's rays may fall fruitfully upon our activity and trade in foreign parts, that our industry and agriculture may develop within the state and our sailing sports upon the water, for our future lies upon the water. The more Germans go out upon the waters, whether it be in races or regattas, whether it be in journeys across the ocean, or in the service of the battle flag, so much the better it will be for us.  For when the German has once learned to direct his glance upon what is distant and great, the pettiness which surrounds him in daily life on all sides will disappear" (Gauss 1915, 181).


� Support for the dyadic version of the democratic peace includes Doyle 1983, 1986; Maoz and Abdolali 1989; Bueno de Mesquita and Lalman 1992; Bremer 1992, 1993; Maoz and Russett 1993, Russett 1993; Rousseau et al. 1996; Russett, Oneal and Davis 1998; Cederman and Rao 2001.  More limited support for the monadic version of the democratic peace includes Rummel (1983), Bremmer (1992), Schweller (1992), Dixon (1993), Benoit (1994), Schultz (1999), and Rousseau (2001). Critics of the democratic peace include Farber and Gowa (1995), Spiro (1994), and Gowa (1999).  For a critique of this research see Thompson and Tucker (1997). 


� Russett and Oneal (2001) have been the most prominent supporters of this view.  For a partial critique of their position, see Kim and Rousseau (2003). The third element of Kant’s argument, which involves the establishment of international organizations, is not addressed in this essay (but see Russett, Oneal, and Davis 1998).


� The Heritage Foundation data contain a few errors (e.g., South Korea at 27) and a few outliers (e.g., Congo at 127 when the vast majority of states score between 1 and 4).  I removed these anomalies in order to calculate the correlation coefficient.  In order to probe the robustness of the result, I also created a 4-category variable for economic freedom (as the developers of the data suggest).  Using this variable, the correlation is 0.62.  The point is no matter how you slice up the data, there is a high correlation between political and economic freedom.


� Obviously, fixing preferences and exploring strategies is a simplifying assumption.  In the long run, preferences evolve as well.  For examples of the use of computer simulations to model preference formation see van der Veen (2000) and Rousseau (2002). 


� Many authors prefer to restrict the use of the term “gene” to situations involving death and reproduction.  For these individuals, the learning model proposed here would be more appropriately labeled a “meme” structure (Dawkins 1976).  However, following Macy and Skvoretz (1998: 647), I apply the better know terms such as genes and genetic algorithms to both social learning and biological evolution in order to increase the accessibility of the material and to highlight the similarities in the two processes.  As long as the reader recognizes that no reproduction or birth takes place in the current model, there should be no confusion.


� Defect-Defect (DD) is a Nash equilibrium because no player can unilaterally switch strategies and reap a higher payoff. 


� For an interesting exception, see the "trade war" analysis by Conybeare (1986), the sanctions game by Martin (1992), and the games explored by Snyder and Diesing (1977).  


� These strategies have typically been discussed with respect to the "echo effect."  If both players are using a Tit-For-Tat strategy, it is quite easy to become trapped in a punishment spiral (i.e., you defect because I punished you, I defect because you punished me, you defect because I punished you, ...).  Axelrod (1984, 38) argues that more lenient strategies such as Tit-For-2-Tats and 90% Tit-For-Tat can reduce the likelihood of spirals, particularly under uncertainty.  


� Research has shown that “uncertainty” or noise can sharply reduces cooperation (Bendor 1993; Axelrod 1997).  Many different sources of uncertainty exist within the iterated prisoner’s dilemma, including (1) uncertainty over payoffs, (2) uncertainty over relative power, (3) uncertainty over specific plays, and (4) uncertainty over strategies.  While we plan to explore the relative impact of different types of uncertainty in future analysis, the general tendency for noise to reduce cooperation implies the inclusion of uncertainty will simply reinforce our central conclusion that liberal worlds rarely evolve in anarchy.    


� Rogowski (1989, 21) claims that railroads decreased the cost of land transportation by 85-95 percent and steam ships decreased the cost of water transportation by 50 percent. 


� The preference order remains a prisoner’s dilemma because DC>CC>DD>CC and CC>(DC+CD)/2. 


� While most researchers argue that cooperation is more likely to emerge with interactions beyond the immediate neighborhood, Hoffmann (1999) contends that local learning is more important. 


� If the use of relative payoffs increases the inequality of wealth, we would expect strong states to be surrounded by weak states when trade is limited to immediate neighbors.


� Exceptions to the general rule obviously occur.  Chile under Pinochet appeared to copy its liberal economic policies from the United States rather than from its immediate neighbors.  The “copy” occurred, in part, by the training of technocrats in American universities (Silva 1991).  The relative deprivation literature also tends to focus on comparisons between members of the same cohort, which are often defined at least partially along geographic lines (Janos 2000, 17, 409). 


� In our model, learning in both the trade and war games is purely local.  We test the location of interactions in the trade game in Hypothesis #3.  In contrast, the war game is purely local. These rules are intended to tailor the abstract theory to what we know about the specific case of international relations. 


� Pahre focuses on clusters of negotiations rather than spatial clustering.  However, the MFN treaties were regionally clustered in Western Europe.


� We classify states as Ctrade-Cwar whether or not this cooperation is conditional or unconditional.


� Although the simplicity of the measure is a virtue, it has one draw back.  A zero could mean either that no Ctrade-Cwar states exist in the landscape or that lots of Ctrade-Cwar states exits, but no two are located next to each other.  The problem is mostly theoretical because we have found that there are virtually always at least a few Ctrade-Cwar states in the landscape.


� The simulation user can track any one of the 22 dichotomous genes across time using the graph shown in Panel D.  Similarly, the user can track up to nine dependent variables across time using the graph shown in Panel E (including (1) average trades, (2) average crises, (3) average wars,  (4) average wars and crises, (5) average power level, (6) standard deviation of the power level, (7) Gini coefficient, (8) clustering of Ctrade-Cwar actors, (9) percentage of trade with neighbors, (10) military propensity, and (11) memory length.
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